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#### Abstract

We tested the utility of genetic cluster analysis in ascertaining population structure of a large data set for which population structure was previously known. Each of 600 individuals representing 20 distinct chicken breeds was genotyped for 27 microsatellite loci, and individual multilocus genotypes were used to infer genetic clusters. Individuals from each breed were inferred to belong mostly to the same cluster. The clustering success rate, measuring the fraction of individuals that were properly inferred to belong to their correct breeds, was consistently $\sim 98 \%$. When markers of highest expected heterozygosity were used, genotypes that included at least 8-10 highly variable markers from among the 27 markers genotyped also achieved $>95 \%$ clustering success. When 12-15 highly variable markers and only 15-20 of the 30 individuals per breed were used, clustering success was at least $90 \%$. We suggest that in species for which population structure is of interest, databases of multilocus genotypes at highly variable markers should be compiled. These genotypes could then be used as training samples for genetic cluster analysis and to facilitate assignments of individuals of unknown origin to populations. The clustering algorithm has potential applications in defining the within-species genetic units that are useful in problems of conservation.


CHARACTERIZATIONS of the population structure of species are useful in a variety of contexts. Genetic ascertainment of within-species population structure has been widely applied for classifying subspecies, for defining intraspecific conservation units, for understanding events in the history of a species, for identifying ongoing speciation events, and for testing hypotheses about evolutionary processes. In other situations, the presence of population structure poses a practical nuisance. For example, allele frequencies in reference groups are central to calculations in forensic studies, and it is difficult to identify appropriate reference groups in structured populations (National Research Council 1996). In case-control studies that test for statistical associations between a genotype at a particular locus and a phenotype, not taking into account population structure can lead to the false detection of associations (e.g., Devlin and Roeder 1999).

[^0]Population structure assessment has often relied upon a priori groupings of individuals on the basis of phenotypes or sampling locations. A classification chosen by an investigator, however, might not accurately describe the genetic structure of the populations. Genetically similar groups of individuals might be labeled differently due to distinct geography, different phenotypes, or, in the case of human groups, cultural differences; however, a high level of geographic, phenotypic, or cultural diversity among a collection of populations need not imply that the groups are genetically divergent. Conversely, geographic overlap or phenotypic similarity may mask underlying genetic variation. Thus, a purely genetic analysis using no external information provides the most direct method of determining population structure. Only if a correspondence between genetic and geographic or phenotypic classifications is established can these characteristics also serve as appropriate classification tools.

The structure algorithm (Pritchard et al. 2000) constructs genetic clusters from a collection of individual multilocus genotypes, estimating for each individual the fractions of its genome that belong to each cluster. In contrast to methods that use genetic distances, sampling
locations, hypothesized genetic origins of individuals, phenotypic information, and the number of genetic clusters do not need to be specified before the algorithm is applied. With extensive simulations, Pritchard et al. (2000) demonstrated that the structure genetic cluster analysis method can accurately infer individual ancestries. For two data sets, one in which two genetic clusters were inferred and another for which three were inferred, they found that the inferred and expected population structures were roughly coincident.
In this article, we consider the utility of genetic cluster analysis on a large data set for which population structure is known, with the aim of making recommendations about its future uses. We employ a collection of 27 -locus genotypes from 600 individuals representing 20 chicken breeds. This data set is substantially larger than previous data sets on which structure has been applied (Рвitchard et al. 2000; Beaumont et al. 2001; Rosenberg et al. 2001) and it includes individuals from a larger number of genetic populations. Importantly, isolation of the breeds in different locations allows us to be sure that, in most cases, these breeds have been genetically separated from each other for at least $20-50$ generations, so that we can test if cluster analysis successfully uncovers this genetic structure.
We first characterize the genetic differences among the populations. We then demonstrate that genetic cluster analysis has great ability to correctly ascertain the population structure for these data, and we compare the cluster analysis to a cladogram derived from the neighbor-joining algorithm. To assess the success of clustering as a function of the number of markers, we consider subsets of the loci chosen by different criteria of variability. We also consider the success of clustering as a function of the number of individuals used per population. Finally, we discuss recommendations on the use of genetic cluster analysis for ascertaining population structure, for applications in the assignment of individuals of unknown origin to populations, and for identifying genetically distinctive populations.

## MATERIALS AND METHODS

Breeds: We genotyped 30 individuals from each of 20 breeds. These breeds form a subset of the populations studied in a survey of European chicken genetic diversity (Hillel et al. 1999; Tixier-Boichard et al. 1999; Weigend 1999). The breeds, which are designated by the same code numbers as in other studies (Hillel et al. 1999), represent five general classes, as described by Tixier-Boichard et al. (1999): feral (Gallus gallus gallus [102]); traditional unselected breeds of the Middle East (Bedouin [5]) and Northern Europe (Icelandic landrace [16]); traditional breeds selected for morphological traits and deriving from Central Europe (Green-legged partridge [27], Orlov [28], Transylvanian naked neck [26]), from the Mediterranean region (Fayoumi [4], Old Scandinavian reference population [18], Padovana [21]), from Northern Europe (Jaerhoens [19]), and from Western Europe (Marans [13]); lines selected for quantitative traits or economic indices, including
commercial broilers (Broiler dam line D [50], Broiler sire line B [42]), experimental lines (Godollo Nhx [33], High-Ab line [51], Sarcoma-susceptible line [3402]), and commercial layers (Brownegg layer line C [44], Brown-egg layer line D [45], White-egg layer line $A$ [37]); and a highly inbred strain of white leghorn origin maintained at low population size ( $C$ line [32]).
Markers: Genotypes were used for 27 microsatellite markers spread across the chicken genome (listed in Table 1). Except for ADL278, LEI94, LEI166, LEI194, LEI228, and LEI234, it has previously been reported that these markers show high levels of polymorphism within and between breeds (Hillel et al. 1999). In general, pairs of markers among these are unlinked (see Groenen et al. 2000 for a map).
Genotyping: Genotyping was performed in the laboratories of T. Burke, M. A. M. Groenen, J. Hillel, and S. Weigend, with similar procedures used in all labs. The example procedure that follows is from the laboratory of S . Weigend. PCR products were obtained in a $25-\mu \mathrm{l}$ volume using Ready-To-Go PCR Beads (no. 27-9555-01; Amersham Pharmacia Biotech Europe, Freiburg, Germany) and a thermal cycler (Mastercycler; Eppendorf, Hamburg, Germany). Two pairs of microsatellite primers were run in one tube. Each PCR tube contained 20 ng of genomic DNA, 10 pmol of each forward primer labeled with either IRD700 or IRD800 (MWG-Biotech, Ebersberg, Germany), 10 pmol of each unlabeled reverse primer, and 1 mm tetramethylammoniumchloride. The amplification involved initial denaturation at $95^{\circ}(1 \mathrm{~min}), 35$ cycles of denaturation at $95^{\circ}(1 \mathrm{~min})$, primer annealing at temperatures varying between $58^{\circ}(1 \mathrm{~min})$ and extension at $72^{\circ}(1 \mathrm{~min})$, followed by final extension at $72^{\circ}(10 \mathrm{~min})$. Specific DNA fragments produced by amplification were visualized as bands by $8 \%$ PAGE, which was performed with a LI-COR automated DNA analyzer (LI-COR Biotechnology Division, Lincoln, NE 68504). Electrophoregram processing and allele-size scoring were performed with the RFLPscan package (Scanalytics, Division of CSP, Billerica, MA).

Missing data: The proportion of missing data was $0.8 \%$, and 12 of 27 loci had missing genotypes. For no locus were $>3.5 \%$ of the possible genotypes missing. Missing genotypes were distributed across 88 individuals from 18 breeds. For no breed were $>4.1 \%$ of its genotypes missing. Out of 600 individuals, 13 individuals originating from 6 breeds did not have available genotypes at $>1$ locus. These 13 individuals included 1 individual that was lacking genotypes at 9 loci and 3 individuals that were missing genotypes at 10 loci.

Statistical analysis: Genetic differentiation: For each pair of breeds, allele frequencies were tabulated at each locus, sequentially pooling the rarest alleles into one allelic class, until the average frequency for the two breeds exceeded 0.1 for each class. A chi-square association test statistic was computed for each locus, with the number of degrees of freedom equaling one fewer than the number of allelic classes. We counted how many loci produced test statistics below the 0.001 level.

Genetic distance between breeds was calculated using the negative logarithm of the proportion of shared alleles (PSA) in the two breeds (Bowcock et al. 1994), as implemented in microsat (Minch et al. 1998). For each locus, this measure sums the lower of the corresponding allele frequencies in the two breeds across all alleles. The sums are then averaged across loci, yielding an overall proportion of shared alleles. Note that this generalized PSA distance is based on allele frequencies rather than individual genotypes and, thus, it assumes independence between the two alleles of an individual at a given locus.

Clustering of breeds: Population structure was studied using two methods. First, we obtained an unrooted neighbor-joining cladogram (Saitou and Nei 1987) based on the PSA genetic distance matrix between populations, using the neighbor pro-

TABLE 1
Values of diversity statistics for each marker and rankings of markers according to the highest number of alleles, highest expected heterozygosity, highest values of $\boldsymbol{F}_{\mathrm{s}}$, and a random ordering

|  | Rank based <br> on expected <br> heterozygosity | Rank based on <br> total no. <br> of alleles | Rank <br> based on $F_{\text {st }}$ | Rank based on <br> (andom ordering | Expected <br> heterozygosity | Total no. of <br> alleles (no. of <br> private alleles) | $F_{\text {st }}$ |
| :--- | :---: | ---: | :---: | ---: | ---: | ---: | ---: |

Ties for the same number of alleles were broken by ranking the average number of alleles per population from largest to smallest.
gram (Felsenstein 1993) to construct the cladogram. We performed 1000 bootstraps across the set of loci to obtain a consensus cladogram.
The second approach utilized the program structure, which identifies clusters of related individuals from multilocus genotypes (Pritchard et al. 2000). First, we performed many runs of various lengths with different proposals for the number of genetic clusters ( $K$ ) represented by the individuals genotyped, testing all values of $K$ from 1 to 23. Clustering solutions of highest likelihood were obtained when the vast majority of genomic assignment was distributed over exactly 17 , 18, or 19 clusters. We did not observe clustering solutions in which $>19$ clusters were assigned nontrivial fractions of the data. To choose the best value of $K$, we ran structure 20 times for 50,000 steps, after a burn-in period of 5000 steps, using each of $K=$ $17, K=18$, and $K=19$. Using the Wilcoxon two-sample test, both $K=18$ and $K=19$ produced higher likelihood solutions than $K=17$ (two-sided $P=0.03$ for $K=18$ vs. $K=17$; twosided $P=0.04$ for $K=19$ vs. $K=17$ ). For $K=18$ and $K=$ 19, solutions had similar likelihoods (two-sided $P=0.86$ ). However, since runs with $K=19$ occasionally produced solutions of particularly high likelihood that distributed individuals over all 19 clusters, 18 was insufficient for maximal clustering, and we used $K=19$ for all subsequent analyses. Runs used in the determination of $K$ were not considered in further analysis.

Evaluation of cluster analysis: Each individual was assigned to a specific breed using structure (Pritchard et al. 2000), following the five-step algorithm in Figure 1. In step 1, we chose the value of $K$, as described above. The aim of the remaining steps was to assign individuals to breeds and to evaluate the fraction of individuals correctly assigned. In step 2 , we clustered individuals and associated each individual with the cluster that corresponded to the greatest fraction of its genome. In step 3, we associated breed labels with each of the inferred genetic clusters. In cases for which a cluster was labeled with multiple breeds, this step required additional subclustering runs of structure. These runs used only those individuals that were assigned to that cluster in step 2, and they lasted 20,000 iterations with a burn-in period of 5000 . For subclustering runs, Kequaled the number of breeds associated with the cluster.

Once the individuals were clustered to the greatest extent possible at the conclusion of step 3, we followed step 4 to assign each individual to a single breed. The "clustering success rate" (step 5) was then defined as the proportion of individuals correctly assigned to their breeds of origin.

Note that we assumed that individuals were maximally clustered after step 3. This assumption avoided additional subclustering runs: In principle, a cluster $C$ that was associated only with breed $B$ in step 3 might have been decomposable into subclusters. However, each of the resulting subclusters would

STEP 1. Choice of the proper number of genetic clusters
For each value of $k$ from 1 to the number of breeds, run structure on the entire sample of individuals to cluster them into $k$ genetic clusters

Choose the value $K$ that produces clustering solutions of the highest likelihood

## STEP 2. Clustering



## STEP 3. Subclustering

For each cluster $C$, identify all $N(C)$ breeds $B_{1}, B_{2}, \ldots, B_{N(C)}$ that derive more than $P \%$ of their genomes from cluster $C$


Associate with each subcluster $S$ all $N(S)$ breeds $b_{1}, b_{2}, \ldots, b_{N(S)}$ (from among the original $N(C)$ breeds $\left.B_{1}, B_{2}, \ldots, B_{N(C)}\right)$ that derive more than $p \%$ of their genomes from subcluster $S$

## STEP 4. Individual assignment



Figure 1.-Procedure by which cluster analysis was evaluated. For our data, all breeds had the same number of individuals in the sample. We used $K=19, P=25, p=60$.
then be associated with either no breed or with the single breed $B$. Thus, this subclustering would not greatly affect the eventual assignment of individuals of cluster $C$ to breeds. We also did not decompose any subclusters obtained in step 3 into "sub-subclusters." While it is conceivable that subclusters could be further divided, a single round of subclustering provided a convenient stopping point for the evaluation, allowing us to devise the precise procedure in Figure 1. Since only a small number of individuals would have been affected by subsubclustering, the impact of this assumption on the clustering success rate was likely not very large. In the application of structure to data of unknown population structure, however, subclustering should be performed hierarchically, so that each cluster, subcluster, or lower-level grouping cannot be further decomposed.

Pairwise cluster analysis: We assessed populations two at a time with neighbor-joining tree diagrams of the individuals in two populations (Mountain and Cavalli-Sforza 1997). Pairwise distance between individuals was computed using one
minus the proportion of alleles shared by the two individuals. Trees were obtained from distance matrices using the neighbor program (Felsenstein 1993). If a tree could be partitioned into two connected pieces, each of which contained individuals from a single breed, the tree was considered "consistent with breed affiliation" (Mountain and Cavalli-Sforza 1997). If a tree was consistent with breed affiliation and if the partition of the tree was made by cutting the longest internal edge, the tree was deemed "strongly consistent with breed affiliation." If the partition was not necessarily made by cutting this edge, the tree was deemed "weakly consistent with breed affiliation."

For each pair of breeds, we also ran the cluster analysis using 20,000 iterations and a burn-in period of 5000 , with $K=2$. The clustering success rate was measured using the algorithm in Figure 1, though the criterion for subclustering was not met for any pair of populations.

Clustering success as a function of the number of markers: To determine properties of markers that make them effective in cluster analysis, we performed cluster analysis using subsets
of the original 27 markers according to several variability criteria. For each criterion, and for each value of $M(M=1,2,3$, . 27), we selected the $M$ markers that exhibited the highest values of that criterion, and we performed cluster analysis using that subset of loci. In cases where two or more criteria produced the same subset, we only performed one analysis for that subset. The criteria included the following: (1) Expected heterozygosity-treating the whole sample as one group, for each locus we computed one minus the sum of the squares of the sample allele frequencies; (2) total number of alleles in the sample-if two or more loci had the same number of alleles, we broke ties by ranking markers in order of the mean number of alleles per breed; (3) $F_{\mathrm{st}}$-we estimated $F_{\text {st }}$ according to Weir (1996, Equation 5.3).
We also considered marker subsets taken in reverse order by expected heterozygosity, and we used a random ordering of the loci: For each value of $M$, we selected the $M$ markers that were associated with the $M$ highest random numbers. Rankings of markers are shown in Table 1. With the exception of orderings induced by the number of alleles and expected heterozygosity (Kendall coefficient $=0.464, P=0.0007$ ), we did not detect evidence for rank correlation among pairs of orderings (of course, the Kendall coefficient was -1 for the orderings by highest and lowest expected heterozygosity, and it equaled -0.464 for the orderings by highest number of alleles and lowest expected heterozygosity).
Clustering success as a function of the number of individuals: To see how cluster analysis performed with fewer individuals, for each value of $N(N=5,10,15,20,25)$, we repeated the analysis (with all markers and with marker subsets) using $N$ randomly chosen individuals from each breed.

## RESULTS

Genetic differentiation: For each pair of breeds, the null hypothesis that the two populations had equal allele frequencies was rejected at the 0.001 significance level for at least 6 loci (not shown). Even between the most closely related pairs of breeds, extremely significant differences were found. The only breed pairs for which 15 or fewer loci had significantly different allele frequencies at the 0.001 level were $(44,45),(5,16),(16,18)$, (18, 26), and (37, 3402). For several pairs, the null hypothesis of equal allele frequencies was rejected for at least 26 of 27 loci. These pairs included (4, 28), (4, $51),(4,50),(26,32),(28,32),(32,33),(32,50),(32$, $102)$, and (37, 102). Genetic distances were generally large as well (not shown), with only 10 pairwise comparisons $<0.5$ and with the average pairwise distance equaling 0.782 . The lowest genetic distances were found for the following pairs: $(44,45),(5,16),(16,18),(18,37)$, and $(45,51)$. The 25 largest genetic distances involved breeds 4, 19, 32, and 102 .

Clustering of breeds: Due to the complexity of the relationships among the individuals in the data and the existence of numerous likely clustering solutions, different runs of structure identified different potential clusterings of the individuals (Table 2). Some features of the clustering were consistent across runs. Most strikingly, breeds 4, 19, 27, 32, and 102 always fell into their own clusters, while breeds 44 and 45 always shared the same cluster. Breeds 5, 13, 21, 26, 28, 51, and 3402
usually occupied their own clusters, and breeds 18 and 37 were often found together in a single cluster.

In 9 of the 100 runs performed, 19 clusters were assigned nontrivial fractions of the data. The remaining runs included 43,44 , and 4 runs for which 18,17 , and 16 clusters were occupied, respectively. In the 8 solutions of highest likelihood, breeds 44 and 45 shared a single cluster and each of the other 18 breeds occupied an exclusive cluster. The most frequent groupings (Table $2)$, including $(5,16),(16,18),(18,37),(33,44,45)$, $(37,3402),(42,50),(44,45)$, and $(44,45,51)$, appeared in high-likelihood solutions, while rare groupings were obtained in low-likelihood solutions. None of the rare groupings $(13,26),(16,33),(21,26),(26,42),(28$, 42 ), or $(33,51)$ occurred in any of the 40 solutions of highest likelihood. The 10 lowest-likelihood runs contained the single instances that produced $(21,26)$ and $(28,42)$, as well as three of four instances in which the grouping (13, 26) was obtained.

Breeds that grouped into clusters generally fell close to each other in their placement on the neighbor-joining cladogram (Figure 2), although frequently clustered groups did not always form clades. Of the eight most commonly clustered sets, three did not form clades, namely $(33,44,45),(16,18)$, and $(18,37)$. Bootstrap confidence values for groupings in the cladogram were generally low.

Pairwise clustering: Although runs using all 20 breeds clustered pairs or triples of populations because 20 breeds were placed into 19 clusters, cluster analysis using only the individuals from 2 breeds separated them into 2 clusters. Of 190 pairs, 175 could be perfectly separated (Table 3). For the remaining 15 pairs, at most 5 individuals of 60 were placed incorrectly. However, for only 5 of these 15 pairs were individuals assigned to the wrong breed with high confidence ( $>75 \%$ ). The clustering success rate was also high for the two triads of populations that grouped together: For both (33, 44, 45) and ( $44,45,51$ ), only individual 45_1 was misplaced (with breed 44).

For 188 of 190 breed pairs, the neighbor-joining tree was weakly consistent with breed affiliation (Figure 3). Of these 188 trees, 170 were strongly consistent with breed affiliation. The 2 pairs for which trees were not consistent (Figure 3), $(5,16)$ and $(44,45)$, were among the pairs for which clustering was imperfect. The 18 pairs for which trees were weakly consistent but not strongly consistent with breed affiliation were $(5,18)$, $(5,33),(5,50),(5,102),(13,26),(13,102),(16,18)$, $(16,50),(16,102),(18,37),(27,102),(28,102),(33$, $45),(33,102),(42,50),(42,102),(50,102)$, and (51, 102).

Evaluation of clustering: Using the complete set of 27 markers, cluster analysis obtained correct groupings of individuals with high accuracy (Figure 4). When only the most polymorphic markers were selected according to the greatest number of alleles or the highest expected
TABLE 2
Clustering behavior of 20 chicken breeds, based on 100 runs of structure using 19 proposed clusters

| Breed code | Breed name | Breed category | No. of runs in which breed forms an exclusive cluster | Clustering companions of breed when not found in its own cluster, with frequencies |
| :---: | :---: | :---: | :---: | :---: |
| 4 | Fayoumi | Traditional selected, Mediterranean | 100 |  |
| 5 | Bedouin | Traditional unselected, Middle East | 93 | 16 only (7) |
| 13 | Marans | Traditional selected, Western Europe | 96 | 26 only (4) |
| 16 | Icelandic landrace | Traditional unselected, Northern Europe | 72 | 5 only (7) |
|  |  |  |  | 18 only (17) |
|  |  |  |  | 33 only (4) ${ }^{\text {b }}$ |
| 18 | Old Scandinavian reference population | Traditional selected, Mediterranean | 30 | 16 only (17) |
|  |  |  |  | 37 only (53) |
| 19 | Jaerhoens | Traditional selected, Northern Europe | 100 |  |
| 21 | Padovana | Traditional selected, Mediterranean | $99^{a}$ | 26 only (1) |
| 26 | Transylvanian naked neck | Traditional selected, Central Europe | 93 | 13 only (4) |
|  |  |  |  | 21 only (1) |
|  |  |  |  | 42 only (2) |
| 27 | Green-legged partridge | Traditional selected, Central Europe | 100 |  |
| 28 | Orlov | Traditional selected, Central Europe | 99 | 42 only (1) |
| 32 | C line | Inbred | 100 |  |
| 33 | Godollo Nhx | Commercial selected, experimental | 87 |  |
|  |  |  |  | 44 and $45(10)^{b}$ |
|  |  |  |  | 51 only (1) |
| 37 | White-egg layer line A | Commercial selected, layer | 37 | 18 only (53) |
|  |  |  |  | 3402 only (10) |
| 42 | Broiler sire line B | Commercial selected, broiler | 67 | 26 only (2) |
|  |  |  |  | 28 only (1) |
|  |  |  |  | 50 only (30) |
| 44 | Brown-egg layer line C | Commercial selected, layer | 0 | 33 and $45(10)^{b}$ |
|  |  |  |  | 45 only (84) |
|  |  |  |  | 45 and 51 (6) |
| 45 | Brown-egg layer line D | Commercial selected, layer | 0 | 33 and $44(10)^{b}$ |
|  |  |  |  | 44 only (84) |
|  |  |  |  | 44 and 51 (6) |
| 50 | Broiler dam line D | Commercial selected, broiler | 70 | 42 only (30) |
| 51 | High-Ab line | Commercial selected, experimental | 93 | 33 only (1) |
|  |  |  |  | 44 and 45 (6) |
| 102 | Gallus gallus gallus | Feral | 100 |  |
| 3402 | Sarcoma-susceptible line | Commercial selected, experimental | 90 | 37 only (10) |

[^1]

Figure 2.-Number out of 100 clustering solutions in which multiple breeds occupied the same clusters, superimposed on a neigh-bor-joining cladogram derived from the generalized proportion-of-shared-alleles distance measure. Breed names at branch termini are labeled in boldface type; bootstrap confidence values of breed groupings are italicized next to edges of the cladogram to which they correspond; and numbers of clustering solutions are surrounded by brackets inside rectangles enclosing the clusters to which they correspond. Bootstrap confidence values are taken over 1000 trees. Rectangles for clustering solutions are shown only for groupings that appeared in at least 5 of 100 runs. Branch lengths were chosen so that the figure could be conveniently represented.
heterozygosity, only $\sim 8-10$ markers were needed to attain $95 \%$ accurate clusterings. Once 11-12 markers were chosen, expected heterozygosity, number of alleles, and $F_{\text {st }}$ performed similarly, achieving $95-98 \%$ in almost every run. Although the random ordering achieved $90 \%$ clustering accuracy with $10-12$ markers, it required 17-20 markers to achieve $95 \%$. The reverse ordering by expected heterozygosity required 14-15 loci to achieve $90 \%$ and $17-20$ loci to reach $95 \%$. When only a few markers were used, the discrepancy between the two most effective criteria and the other criteria was extremely high. The marker sets chosen by reverse order of expected heterozygosity performed particularly poorly compared to the other methods. However, as the number of markers increased, all criteria produced nondisjoint sets of markers, and when nearly all markers were used, the accuracy of clustering was $\sim 98 \%$ for each criterion.
For further analysis and discussion, we used expected heterozygosity. This statistic and the number of alleles
are highly correlated (in fact, the most variable marker and the set of seven most variable markers coincided according to these two criteria) and they produce similarly accurate clusterings. However, expected heterozygosity is more generally useful-for example, if single nucleotide polymorphisms are used, it provides a natural method to rank loci that all have two alleles.

Most breeds were clustered perfectly (Table 4), and although clustering solutions differed across runs, the same individuals tended to be misclassified across runs. For some breeds, including 4, 19, 27, and 32, all individuals were perfectly clustered using a small number of highly heterozygous loci. Others, including 5, 13, 16, $18,44,45$, and 102 , required many loci to obtain correct clustering. For breeds 5, 16, 45, and 102, large numbers of markers did not improve classification of a few specific individuals.

When subsets of the individuals were chosen, clustering accuracy declined. When 5 individuals were chosen from each breed, 27 markers were insufficient to obtain

TABLE 3
Evaluation of cluster analysis in separating pairs of breeds

| Pair of <br> breeds | Clustering <br> success rate | Individuals incorrectly placed <br> in pairwise analysis |
| :--- | :---: | :--- |
| 5 and 16 | 0.917 | $16 \_21,16 \_22,16 \_23,16 \_28$, <br> $16 \_56$ |
| 5 and 50 | 0.983 | $5 \_9$ |
| 5 and 102 | 0.933 | $102 \_2,102 \_19,102 \_20,102 \_21$ |
| 13 and 102 | 0.950 | $102 \_19,102 \_20,102 \_21$ |
| 16 and 18 | 0.983 | $16 \_28$ |
| 16 and 102 | 0.983 | $102 \_21$ |
| 26 and 102 | 0.967 | $102 \_19,102 \_21$ |
| 27 and 102 | 0.950 | $102 \_19,102 \_20,102 \_21$ |
| 28 and 102 | 0.967 | $102 \_20,102 \_21$ |
| 33 and 102 | 0.950 | $102 \_19,102 \_20,102 \_21$ |
| 44 and 45 | 0.983 | $45 \_1$ |
| 44 and 102 | 0.950 | $102 \_19,102 \_20,102 \_21$ |
| 45 and 102 | 0.950 | $102 \_19,102 \_20,102 \_21$ |
| 50 and 102 | 0.950 | $102-19,102 \_20,102 \_21$ |
| 51 and 102 | 0.983 | $102 \_21$ |

Individuals in italics had at least $75 \%$ of their genomes assigned to the incorrect breed. Fifteen pairs for which clustering was imperfect are shown; 175 pairs for which the clustering success rate was $100 \%$ are not shown. Individual identifiers include the breed code, an underscore, and the specific individual within the breed (for example, 102_20 represents individual 20 in breed 102).
$90 \%$ accuracy (Figure 5). When 10 individuals were chosen, 21 markers were sufficient to achieve $90 \%$. When 15 or more individuals were selected from each breed, $90 \%$ accuracy was attained using the 12 most variable loci.

## DISCUSSION

Correspondence of inferred and known population structure: When the full data set was used, inferred genetic clusters of individuals corresponded extremely well to predefined breed categorizations. Since similar likelihoods of many proposed clusterings make it difficult to label a "best" clustering of the data, we suggest that, for large data sets, cluster analysis should be performed multiple times before inferences are drawn. All solutions had in common that each cluster contained all or nearly all individuals from one or a few breeds. Upon further analysis, all clusters that contained more than one breed could be subdivided into a collection of subclusters, each of which matched a single breed.

While structure easily separated individuals into clusters that corresponded almost exactly to phenotypic labels, the bootstrap neighbor-joining cladogram was less capable of grouping subsets of the data with great regularity. Several possibilities can explain this discrepancy. First, while structure constructs genetic clusters from individual genotypes without reference to breed affiliation, cladograms assume that genetic clusters cor-
respond to breed designations. This correspondence essentially holds, although 10-15 individuals frequently appeared more similar to breeds from which they did not originate. The inclusion of these individuals in breed groupings used for the neighbor-joining tree potentially decreases genetic distances of certain pairs and hence affects the cladogram. However, upon removal of all individuals that were sometimes placed incorrectly in pairwise clustering (Table 3), the cladogram was essentially unchanged (not shown); thus, these individuals cannot explain its poor reliability.

An alternate explanation for the performance of the neighbor-joining tree is the fact that in domesticated species such as chickens, population histories may not follow a bifurcating tree model, so that tree diagrams present a misleading or inaccurate representation of population relationships. The considerable frequency of gene exchange among historical chicken populations could potentially explain the low bootstrap values on internal edges of the tree and on edges that group feral and traditional breeds.

Finally, it is likely that structure simply uses individual genotypic data more efficiently than cladograms based on genetic distance matrices (Pritchard et al. 2000; Rosenberg et al. 2001). While genetic distance matrices compress all information about two populations into a single number, structure does not summarize the data in a unidimensional manner.

It has been argued that 30 markers are insufficient for distinguishing related populations using phylogenetic analysis (Moazami-Goudarzi et al. 1997). With highresolution clustering analysis and with careful choices of markers, however, far fewer loci sufficed to separate all breeds. The chicken generation interval is short, $\sim 1$ year for these breeds, so that considerable genetic variation has built up within and among chicken breeds (Dunnington et al. 1994; Crooijmans et al. 1996; Ponsuksili et al. 1996, 1998, 1999; Mafeni et al. 1997; Takahashi et al. 1998; Vanhala et al. 1998; Hillel et al. 1999; Wimmers et al. 1999, 2000; Zhou and Lamont 1999; Kaiser et al. 2000). Thus, it is possible that chicken breeds could be easily separated partly due to high levels of intraspecific variation. However, the success of structure when compared to the cladogram in separating breeds makes it likely that the method was largely responsible.

In pairwise analysis of populations, clustering and neighbor-joining trees performed similarly. We note that neighbor-joining trees of individuals from two breeds are more useful if the strong criterion of separation is used. If genetic origins of individuals in two populations are known, the weak criterion of consistency for separating populations is applicable-two populations are separated if there exists a decomposition of the tree into two components, each corresponding to a population. However, if genetic origins are unknown beforehand, an objective method must be used to sepa-


Figure 3.-Neighbor-joining trees of individuals taken from two breeds at a time. (A) One of 170 pairwise neighbor-joining trees that was strongly consistent with breed affiliations of individuals. (B) One of 18 neighbor-joining trees that was weakly consistent with breed affiliations but not strongly consistent. The arrow points to the longest internal edge of the tree. (C and D) The only two trees among 190 two-breed trees that were not consistent with breed affiliations of individuals. For all trees, individuals are labeled by their breed codes. The thick line is drawn on the edge that minimizes the number of individuals that do not group with other members of the same breed. Individuals in boldface type fall on the side of the thick line that does not include most members of their breeds.


Figure 4.-Clustering success rate as a function of the number of markers used. Sets of markers were chosen in order of five criteria: highest number of alleles, highest expected heterozygosity, lowest expected heterozygosity, highest $F_{\mathrm{st}}$, and a random ordering.
rate the tree into components; under these circumstances, the strong criterion of consistency must be applied. When this criterion is used, cluster analysis performs slightly better than neighbor-joining trees in separating populations. Clustering also offers the opportunity for significance testing using $R \times C$ tests of association (Rosenberg et al. 2001). Permutation tests for significance of neighbor-joining clusterings are more cumbersome.

Strategies for successful clustering: Highest expected heterozygosity and highest number of alleles provided the best ways to select loci for clustering and were better than highest $F_{\text {st }}$. This result was surprising: The most useful genetic marker for clustering populations and assigning individuals is one that varies greatly across populations but little within them. A perfect locus for these purposes would be monomorphic within any given breed but polymorphic across breeds (Reed 1973). In the absence of such loci, it seems that $F_{\text {st }}$, which quantifies the between-breed component of genetic variation, should be an appropriate criterion on which to rank the clustering potential of loci.

Several highly variable markers, the tetranucleotide loci LEI192 and LEI228 most dramatically, had many alleles that were specific to at most a few populations and frequent in those populations. These markers also had generally low $F_{\mathrm{st}}$ values, since more common alleles did not greatly differ in frequency across breeds. It seems likely that these "diagnostic" alleles were partly responsible for the extremely successful clustering with the number of alleles and expected heterozygosity statistics. For 27 markers, we observed 101 alleles private to a single breed out of 326 total alleles. For 62 of the
private alleles, two or more copies were observed, and, thus, these alleles are unlikely to result from genotyping errors. Since so many alleles in this study were breed specific and since many more were found only in two or three breeds, it is possible that these alleles had a substantial effect on clustering success. However, the number of private alleles in a sample decreases as the sample size from a breed increases. A large number of private alleles is not a property of most data sets, and, thus, the highest number of private alleles cannot be recommended as a criterion method for choosing the best markers to use. In closely related populations, private alleles may be uncommon: for example, using data from a study of 11 human populations (Jin et al. 2000), only 137 of 792 alleles were private to 1 population (and two or more copies were only observed for 41 of these 137), even though sample sizes were much smaller than those used here.
The successful performances of all other criteria compared to the reverse ordering by expected heterozygosity demonstrate that a careful choice of markers increases the power to achieve accurate clustering. This idea that a careful choice of markers can improve statistical power has been employed in the estimation of population of origin for admixed individuals (Reed 1973; Shriver et al. 1997). For admixture inference in populations that result from the combination of two ancestral groups, Shriver et al. (1997) suggested that markers for assignment should be those with maximal allele frequency differentials in the ancestral populations. In the more general situation of a large collection of populations, we suggest that expected heterozygosity, number of alleles, and, to a lesser extent, $F_{\mathrm{st}}$, are suitable for
Breed-specific numbers of correctly assigned individuals out of $\mathbf{3 0}$ individuals per breed

| No. of loci | Breed no. |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 4 | 5 | 13 | 16 | 18 | 19 | 21 | 26 | 27 | 28 | 32 | 33 | 37 | 42 | 44 | 45 | 50 | 51 | 102 | 3402 |  |
| 0 | 1 | 0 | 1 | 1 | 0 | 2 | 4 | 1 | 1 | 2 | 2 | 0 | 1 | 2 | 3 | 0 | 0 | 3 | 2 | 5 | 31 |
| 1 | 1 | 0 | 1 | 1 | 1 | 5 | 0 | 0 | 0 | 1 | 30 | 2 | 0 | 3 | 1 | 1 | 1 | 1 | 2 | 1 | 52 |
| 2 | 27 | 0 | 1 | 0 | 6 | 29 | 15 | 27 | 23 | 1 | 30 | 1 | 14 | 27 | 11 | 6 | 0 | 13 | 0 | 30 | 261 |
| 3 | 28 | 0 | 15 | 1 | 8 | 29 | 14 | 28 | 28 | 18 | 30 | 28 | 16 | 29 | 18 | 16 | 20 | 7 | 21 | 30 | 384 |
| 4 | 30 | 16 | 21 | 0 | 20 | 30 | 11 | 29 | 29 | 30 | 30 | 27 | 20 | 30 | 16 | 11 | 22 | 16 | 26 | 9 | 423 |
| 5 | 30 | 18 | 27 | 18 | 20 | 30 | 30 | 30 | 29 | 30 | 30 | 29 | 29 | 30 | 12 | 19 | 25 | 8 | 26 | 30 | 500 |
| 6 | 30 | 23 | 28 | 20 | 26 | 30 | 30 | 30 | 29 | 30 | 30 | 30 | 28 | 30 | 12 | 15 | 26 | 26 | 26 | 30 | 529 |
| 7 | 30 | 26 | 30 | 22 | 26 | 30 | 30 | 30 | 29 | 30 | 30 | 30 | 28 | 30 | 30 | 28 | 28 | 26 | 26 | 30 | 569 |
| 8 | 30 | 25 | 29 | 21 | 27 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 30 | 30 | 28 | 28 | 28 | 26 | 30 | 571 |
| 9 | 30 | 26 | 28 | 20 | 29 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 30 | 30 | 28 | 28 | 28 | 27 | 30 | 573 |
| 10 | 30 | 25 | 29 | 26 | 29 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 28 | 29 | 26 | 27 | 30 | 579 |
| 11 | 30 | 25 | 29 | 26 | 29 | 30 | 30 | 30 | 30 | 30 | 30 | 25 | 30 | 30 | 30 | 30 | 29 | 27 | 27 | 30 | 577 |
| 12 | 30 | 27 | 30 | 23 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 28 | 27 | 26 | 30 | 581 |
| 13 | 30 | 26 | 30 | 26 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 28 | 28 | 28 | 27 | 30 | 583 |
| 14 | 30 | 26 | 30 | 26 | 29 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 28 | 28 | 29 | 25 | 30 | 580 |
| 15 | 30 | 25 | 30 | 27 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 28 | 29 | 26 | 30 | 583 |
| 16 | 30 | 11 | 30 | 29 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 29 | 29 | 25 | 30 | 572 |
| 17 | 30 | 29 | 30 | 27 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 29 | 29 | 25 | 30 | 588 |
| 18 | 30 | 29 | 30 | 26 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 30 | 29 | 27 | 30 | 590 |
| 19 | 30 | 28 | 30 | 28 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 30 | 29 | 28 | 30 | 592 |
| 20 | 30 | 29 | 30 | 29 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 30 | 30 | 25 | 30 | 592 |
| 21 | 30 | 29 | 30 | 27 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 30 | 30 | 27 | 30 | 592 |
| 22 | 30 | 29 | 30 | 27 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 30 | 30 | 27 | 30 | 592 |
| 23 | 30 | 29 | 30 | 27 | 30 | 27 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 30 | 30 | 26 | 30 | 591 |
| 24 | 30 | 29 | 30 | 27 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 30 | 30 | 26 | 30 | 591 |
| 25 | 30 | 29 | 30 | 25 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 30 | 30 | 26 | 30 | 589 |
| 26 | 30 | 29 | 30 | 25 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 30 | 30 | 26 | 30 | 589 |
| 27 | 30 | 29 | 30 | 25 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 29 | 30 | 30 | 26 | 30 | 589 |

Sets of markers include the most variable markers according to the highest expected heterozygosity.

choosing markers for cluster analysis and individual assignment. All three criteria are applicable to microsatellite data; however, expected heterozygosity is the most practical general criterion. For some types of markers, such as single nucleotide polymorphisms, the number of alleles is often the same for all markers. The calculation of $F_{\text {st }}$ presumes knowledge of population structure, so that for initial cluster analysis of a collection of individuals of unknown origin, the statistic cannot be calculated. This recommendation of the expected heterozygosity criterion is empirical and potentially of limited generality; the true property of a marker that causes it to produce successful clusterings is unlikely to be any of the properties mentioned here. A detailed simulationbased approach will be needed for understanding this true property.

Depending on the species under consideration, the relative cost of genotyping more individuals and genotyping more markers will vary. We did not achieve $90 \%$ success in clustering when only 5 individuals were used per breed, but with 10 or more individuals per breed, clustering was highly successful when enough markers were used. Similarly, we did not achieve $90 \%$ success when fewer than 6-7 markers were used, even when all individuals were included. Thus, as a minimum, for similarly diverged populations to those in our study, at least 12-15 highly variable markers should be genotyped in at least 15-20 individuals per hypothesized population to achieve accurate clustering. In species for which genetic research is still preliminary, genotyping can be
done sequentially: A small number of individuals can be genotyped for many markers. The most variable markers can then be selected for future study and then genotyped in a large sample.

While using the most variable markers allows researchers to minimize genotyping effort, we caution against using this type of marker set with statistical methods that assume a random set of loci and that make inferences based on mean variabilities across loci. A marker set selected for maximal variability will inflate estimates of divergence times estimated using the genetic distance $(\delta \mu)^{2}$ (Goldstein et al. 1995) and it will bias population growth statistics (e.g., Zhivotovsky et al. 2000) .
We note that the 20 breeds genotyped here were chosen from among many breeds used in an earlier study (Hillel et al. 1999) to maximize diversity within the larger collection of breeds. Thus, it is possible that the populations we used are generally more divergent than populations in other species of interest and even more divergent than most chicken groups. This is evidenced by a high $F_{\mathrm{st}}$ value of 0.313 for these breeds. In less diverged populations, including human groups, the number of markers necessary for maximal clustering will certainly be $>12-15$. A more comprehensive analysis of structure, using simulated data sets of different $F_{\text {st }}$ values and different numbers of populations, will be needed to determine the generality of our results. Rather than attempting such an analysis here, we chose to use a single large data set for developing recommen-
dations. This has allowed us to explore issues that will be of interest in future applications of genetic cluster analysis to data sets of unknown structure, such as the variation of clustering solutions across runs, the difference in ease of clustering across populations, and the placement of problematic individuals.
Problematic individuals: In most runs, the clustering success rate remained $<\sim 98 \%$, though this level could be obtained when $15-20$ highly variable markers were used. Given this observation, it is surprising that the full set of 27 markers did not achieve $100 \%$ accuracy. Errors in the clustering algorithm seem to be an unlikely explanation, since roughly the same sets of individuals were placed in the wrong clusters in runs that used different sets of loci or that produced different clustering solutions. Since all breeds were sampled from populations maintained in different locations, it is unlikely that recent admixture or labeling errors explain the improper placements. We suspect that the inability to achieve perfect clustering results from the fact that some individuals were genetically atypical of their breeds, and the algorithm could not recognize breeds of origin for these individuals. The frequently misplaced individuals 102_19, 102_20, and 102_21 derived from a flock of zoo animals that may have undergone considerable genetic drift. Individuals 16_21, 16_22, and 16_23 came from a single flock, one of many that was incorporated into the breed 16 sample; this flock may have been managed differently from the others. Interestingly, only one individual was misplaced from the closely related breeds 44 and 45 : This suggests that structure may be useful for distinguishing lines from different breeding companies, in spite of common origin and similar selection objectives.
Cluster analysis and population assignment: Placement of individuals into clusters is related, but not identical, to assignment of unknown individuals to populations. Assignment tests assume the existence of distinct populations and use properties of those groups, such as allele frequencies, to infer the source populations of unknown individuals (Buchanan et al. 1994; Paetkau et al. 1995; Rannala and Mountain 1997; Cornuet et al. 1999; Davies et al. 1999; Ciampolini et al. 2000; Pritchard et al. 2000). Properties of the potential source populations are ideally known, but in practice they are generally inferred in such a way that any specific individual is not assigned using information that derived from knowledge of its genotype. In our evaluation procedure, individuals are first used to create clusters, and the same individuals are assigned to clusters and then to breeds. While this approach allows us to precisely define the clustering success rate, the fact that information from any given individual is used in inferring its origin prevents us from interpreting its inferred population of origin as a proper assignment.
Our results are best interpreted as verification that these individuals indeed form genetic clusters that correspond to their breed designations and that they can
be used in a training sample for assignment of future unknowns. This training sample can be utilized differently by various assignment algorithms. For example, the method of Paetkau et al. (1995) estimates allele frequencies from a training sample and assigns each unknown individual to the population in which its genotype is most likely, assuming Hardy-Weinberg and linkage equilibrium. The method of Cornuet et al. (1999) also estimates population allele frequencies from a training sample and uses the smallest genetic distance of the unknown individual to the various populations for assignment. With the structure algorithm of Pritchard et al. (2000), a genetic clustering solution is obtained that includes the training sample and the unknowns. Next, each unknown is assigned to a cluster. Finally, depending on which individuals from the training sample are also assigned to that cluster, the unknown is eventually assigned to a breed. During this process, prior knowledge about individuals in the training sample can be incorporated-individuals in the training sample can be flexibly treated as being of known, unknown, or probabilistically known origin.

The importance of training samples for population assignment suggests a strategy by which future assignment studies can be optimized. For any species of interest, the most variable markers according to expected heterozygosity, number of alleles, or $F_{\text {st }}$ should be genotyped on a large scale. New markers could be tested by the criterion, and highly variable new markers could potentially be included in the set of most variable markers, reducing the number of markers needed for clustering studies below the current recommendation of 1215. A database of individual genotypes at these most variable loci could then be made publicly available. New individuals could be genotyped for the most variable markers and could then be added to the database. Individuals in the database who are known to represent certain breeds could be used as a training sample for assignment tests. Individuals who were misassigned or who were difficult to assign correctly could be excluded from the database, so that only the individuals who can confidently be assigned to the correct breeds would be included.

Such a database might be extremely useful to researchers who may only have one or a few unknown individuals that they wish to identify (e.g., Primmer et al. 2000). This type of database could also serve as a repository of individuals with known origin for testing new statistical algorithms. Using such a database, genetic variation quantified in different studies can be made commensurable, and large numbers of individual multilocus genotypes can be combined into a single framework. The importance of training samples to assignment makes it necessary that the same microsatellite allele sizes be used by different laboratories. DNA from several individuals in our study is available from M. Tixier-

Boichard to calibrate allele size measurements, and genotypes are available at http://charles.stanford.edu.

Cluster analysis and genetic distinctiveness: We observed that some breeds were easier to separate into clusters than others, in the sense that all individuals in some breeds were correctly placed with only a small number of markers. This likely derives from the presence of distinctive multilocus genetic combinations in the breeds that were easiest to separate. Thus, we suggest that the relative number of loci required for the correct clustering of several breeds can be used as a way of identifying populations that are genetically distinctive with respect to a collection.

In addition to resolving questions about population histories (Rosenberg et al. 2001), the characterization of genetically distinctive populations can assist in conservation of within-species diversity (Moritz 1994; PaetKAU 1999). For species in which relative conservation value of different populations is of interest, the ease with which a population can be separated from other groups by cluster analysis can be incorporated into assessments of its conservation potential, along with relevant ecological, economic, and evolutionary criteria. More generally, cluster analysis has great potential to help identify populations with different allele frequencies and different multilocus genetic combinations. Although genetical divergence among populations may not reflect adaptive diversity (Crandall et al. 2000), conservation programs that wish to maintain genetic diversity of endangered species could benefit from a purely genetical method by which individuals can be clustered without regard to their sampling location. For agricultural species, although the preservation of specific phenotypes is perhaps of primary interest, conservation of genetic diversity is of great importance toward ensuring that future breeding programs will have a large base on which to perform artificial selection (Notter 1999).

Relationships of chicken breeds: Considerable attention has been devoted to the study of genetic diversity and relationships of chickens. Some studies focused on commercial breeds (Dunnington et al. 1994; Crooijmans et al. 1996; Kaiser et al. 2000), others mainly considered local breeds (Mafeni et al. 1997; Takahashi et al. 1998; Wimmers et al. 1999, 2000), and some studied mixed collections (Ponsuksili et al. 1996, 1998, 1999; Vanhala et al. 1998; Hillel et al. 1999; Zhou and Lamont 1999). We suggest here that the frequent clustering of pairs of breeds into the same clusters illuminates a new approach toward determining genetic similarity. Populations can be considered similar if they are frequently placed in the same genetic cluster. Several of the frequently obtained groupings of populations are expected from knowledge of chicken population histories. The two most difficult populations to separate were the two commercial brown-egg layers (44 and 45). Other frequent groupings involved the two broiler pop-
ulations (42 and 50), as well as other collections of populations that were of the same general category. The combinations $(33,44,45),(37,3402)$, and $(44,45,51)$ all included selected populations. The grouping (18, 37) may reflect the fact that breeds 18 and 37 are unselected and selected descendants, respectively, of ancestral white leghorn populations. Groupings of traditional breeds, such as $(5,16)$ and $(16,18)$, are more surprising. It seems particularly strange that the Icelandic landrace (16), probably isolated for several hundred years, would sometimes group with the Middle Eastern Bedouin breed (5). One hypothesis is that populations 5, 16, and 18 represent unselected groups similar to ancestral Mediterranean chickens, which may have colonized many European countries along maritime trading routes. A more detailed historical analysis of chicken breeds will be required to explain such surprising relationships.

Conclusions: We have discussed the application of genetic cluster analysis to 600 individuals from 20 chicken breeds, demonstrating that the technique has great potential to correctly identify population structure. We have argued that individual clustering provides a more appropriate characterization of population structure in these groups than does a neighbor-joining tree. Last, we have proposed recommendations on future uses of genetic cluster analysis and individual assignment tests in similarly diverged collections of populations: (1) At least 12-15 highly variable loci should be genotyped in at least 15-20 individuals per hypothesized population; (2) markers with the highest expected heterozygosity, number of alleles, and $F_{\text {st }}$ can be used in genetic cluster analysis to minimize genotyping costs; (3) databases of multilocus genotypes obtained at highly variable markers in individuals of known origins can be established to provide training samples for assignment algorithms; (4) genetically distinctive populations can be identified on the basis of how difficult it is to separate them from other breeds when cluster analysis is used; and (5) cluster analysis can provide an additional tool for identification of population relationships, history, and withinspecies genetic units for conservation.
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